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Abstract 

 

Cyber-physical systems (CPS) have been growing exponentially due to improved cloud-
datacenter infrastructure-as-a-service (CDIaaS). Incremental expandability (scalability), 
Quality of Service (QoS) performance, and reliability are currently the automation focus on 
healthy Tier 4 CDIaaS. However, stable QoS is yet to be fully addressed in Cyber-physical 
data centers (CP-DCS). Also, balanced agility and flexibility for the application workloads 
need urgent attention. There is a need for a resilient and fault-tolerance scheme in terms of 
CPS routing service including Pod cluster reliability analytics that meets QoS requirements. 
Motivated by these concerns, our contributions are fourfold. First, a Distributed Non-
Recursive Cloud Model (DNRCM) is proposed to support cyber-physical workloads for 
remote lab activities. Second, an efficient QoS stability model with Routh-Hurwitz criteria is 
established. Third, an evaluation of the CDIaaS DCN topology is validated for handling large-
scale, traffic workloads. Network Function Virtualization (NFV) with Floodlight SDN 
controllers was adopted for the implementation of DNRCM with embedded rule-base in Open 
vSwitch engines. Fourth, QoS evaluation is carried out experimentally. Considering the non-
recursive queuing delays with SDN isolation (logical), a lower queuing delay (19.65%) is 
observed. Without logical isolation, the average queuing delay is 80.34%. Without logical 
resource isolation, the fault tolerance yields 33.55%, while with logical isolation, it yields 
66.44%. In terms of throughput, DNRCM, recursive BCube, and DCell offered 38.30%, 
36.37%, and 25.53% respectively. Similarly, the DNRCM had an improved incremental 
scalability profile of 40.00%, while BCube and Recursive DCell had 33.33%, and 26.67% 
respectively. In terms of service availability, the DNRCM offered 52.10% compared with 
recursive BCube and DCell which yielded 34.72% and 13.18% respectively. The average 
delays obtained for DNRCM, recursive BCube, and DCell are 32.81%, 33.44%, and 33.75% 
respectively. Finally, workload utilization for DNRCM, recursive BCube, and DCell yielded 
50.28%, 27.93%, and 21.79% respectively. 
 
Keywords: Cloud Computing, Datacenter Engineering, Cyber-Physical System, Reliability 
Analytics, OpenFlow Software Defined Networking, Streams Computing. 
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1. Introduction 

Data Centers (DCs) are large-scale computational environments with redundant computing, 
power, data communication, temperature, and other security appliances in a dedicated space. 
One of the biggest challenges for most African Countries is how to link their physical networks 
(such as laboratories, markets, buildings, power/transport systems, among others) to a resilient 
cloud DC network. A resilient network is any system that incorporates redundant 
subsystems/components, facilities, etc, to eliminate sudden disruptions or outages. Clustering 
schemes, multiple application provisioning, and redundant backup storage, as well as power 
supplies, can facilitate failover. Priority application workloads needing minimal disruptions 
are first considered before others. This is particularly important in disaster planning and 
business continuity in DCNs.   

With the global pandemic still ravaging the world, Universities need to quickly link their 
physical laboratories to the cloud for sustained academic activities. This will engage seamless 
access to laboratory networks running various application workloads. Resilient networks will 
increase tolerance and reduce downtimes using series and parallel reliability analytics. As a 
result, cost-effective disaster recovery and data replication systems will make the cloud more 
useful to organizations. The huge capacity to cut costs, increase agility and minimize risks has 
made CDIaaS a viable option.  

However, the inability to infuse resiliency in cloud-based implementations can lead to 
unforeseen CPS risks and consequent service disconnections. To set up CDIaaS, there are 
minimum requirements such as single or multi-tenant network operation centers (NOC) [1]. 
Standardization/consolidation, virtualization, automation, and security are common projects 
in a DC transformation initiative [2]. In [3], modern computing applications rely on stable DC 
deployments to guarantee optimal operations. Google, Facebook, Amazon, etc are typical 
examples. For these organizations, an average failure on the cloud infrastructure is estimated 
as USD100,000/hr while failure in workload application is estimated at USD 500,000 – 
1,000,000,000/hr.  

As a solution, Cloud-based cyber-physical systems (CCPS) explore intelligent control 
algorithms and mechanisms to monitor systems processes in DC-NOCs. The hardware and 
tiny software subsystems in CPS are used for gathering various geospatial/temporal datasets 
for predictive analytics [4], [5]. With resiliency in place, CCPSs can coordinate interactions 
among physical systems in context-dependent ways sitting on the Cloud. To achieve large-
scale results, CCPS applications use the computational strength of NOCs to investigate QoS 
stability. At a lower level, embedded systems are used to achieve the edge-to-cloud 
computational requirements where physical elements handle process control and report to the 
Cloud NOCs [6]. Examples of CPS that can be hosted on the Cloud NOCs include Smart-grid, 
advanced Cloud meters, automated vehicles, telemedicine-health systems, and the Industrial 
Internet of Things (IIoT)/automation pyramid, among others [7].  These examples of CPS offer 
spectacular benefits because of sensor-based communication capabilities with the Cloud. This 
requires large-scale computation with QoS economics on the Cloud. For instance, many 
wireless sensor networks/IoT can use the Cloud NOC for huge computation. A good example 
is found at the distributed robot garden for the processing of farm produce [8] and 
Mechatronics Engineering Laboratory, Federal University of Technology, Owerri, Nigeria. 
Cybernetics, mechatronics actuation, and process controls all need stable Cloud integrations. 
In this case, balanced agility and flexibility for the application workloads need urgent attention. 
There is a need to manage interconnectivity among nodes and machines using a resilient and 
fault-tolerance scheme in terms of CPS routing service.  
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Again, with cyber-physical geo-spatial sensing involving IoT sensor nodes, the Cloud NOC 
can be used to provide navigation, manipulation, and wireless coordination across parts of the 
CPS. Most Cloud-based resilient control systems have their focus on the intelligent control 
system (ICS) that pervades critical NOC infrastructure using federated learning [9]. This type 
of next-generation design considers system resilience. This is usually very difficult to quantify 
in legacy DC-NOC models, especially in the areas such as Cybersecurity, Machine-human 
interaction, and IoT complex scenarios [10].  

To achieve seamless resilient deployment, there are Tier 1 to 4 (i.e., Tier N+1) DCs defined 
by standardized regulators/authorities [11]. This involves determining the CCPS-DC uptime 
needed for computing the CPS-NOC performance, as well as the QoS. The most basic DC 
consideration is a Tier 1 model used by small-scale organizations. This type has non-redundant 
capability such as single uplink including fewer servers. Tier 2 is like Tier 1 but has more 
active components with significant redundancy. Tier 3 is also similar but combines Tier 1 and 
Tier 2 capabilities in a more advanced form. While Tier 4 encompasses all the previous Tiers 
with higher configuration components. It is fully faulted tolerant as every subsystem is 
powered by various power sources as well as supporting full redundancy. The Tier 4 DCs are 
the most reliable and less prone to failure, especially for CPS applications. These Tier 4 DCNs 
are designed to house mission-critical compute systems. 

In terms of CCPS availability involving DCs Tiers, the four identified levels needed for 
workload integration include Tier 1 with 99.671 percent availability (guaranteed); Tier 2 
providing a 99.741% uptime guarantee; Tier 3 having 99.982 percent availability (guaranteed) 
and Tier 4 with 99.995 percent availability (guaranteed) [12]. Most Tier 1 networks and ISPs 
are found in Tier 4 such as AT &T, Verizon Enterprise Solutions, Vodafone Carrier Services, 
China Telecom, Orange (OpenTransit), NTT Communications, including regional Tier 
1 network [13]. 

With the volumetric flow of data streams in a full-duplex mode, a DC engine with full 
support for analytics will advance the growth of Cyber-Physical Cloud-based workloads. 
Scalability in DCs is fundamental for the performance and dependability of Tier 1 networks 
since it leverages settlement-free interconnections. To adapt to dynamic application workload 
requirements, most architectural topologies are yet to be made fully agile and reconfigurable. 
The network for CPS must connect on-demand to a large pool of resources while also 
providing reliable/stable link connectivity.  Existing works on both datacentric server networks 
are studied in [14], [15], Hamiltonian-connected, DCell, BCube [15]-[17], HyperBcube, 
Flecube, Layered Scalable Data Center (LaScaDa) [18]. These use intelligent switches with 
the servers to forward packets. Other interconnect server-centric topologies used in DCNs by 
the scientific community to address the challenges include Flecube, Ficonn, HyperFlaNet, and 
DPillar [2], [19], among others.  

 
Another class of DCN configuration commonly seen in setups is the intelligent switch-

based server-centric model. This uses traffic routing to convey packets in the DCNs. These are 
found in VL2, Clos Network, Fat Tree, JellyFish, DOS, and Hypac [3]. Previous topologies 
scale often too quickly (growing exponentially in size) or transiently slowly, resulting in 
performance bottlenecks. Also, the major issue with Tier N+1 legacy networks is that it 
requires enormous computational resources that need to be serviced. For example, RAM/ROM 
management, buffer storage, I/O processing, and CPU utilization, among others. There are no 
readily available APIs for multiple I/O sensing, especially with IoT-powered devices. The QoS 
issues have not been fully addressed with DNRCM considering Cyber-physical applications. 
This is especially important for managing complex interconnectivity among nodes and 

https://en.wikipedia.org/wiki/Orange_S.A.
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machines [17], [18].  
Distributed Non-Recursive Cloud Model (DNRCM) is proposed to support the Cyber-

physical integration of educational laboratory equipment for remote learning and lab activities. 
The DNRCM is a new Tier-5 cross-cube-based server-centric DC network derived from 
previous distributed Cloud computing network research [3]. It has decentralized and non-
recursively defined features targeted at alleviating the upper switch's bandwidth bottleneck 
and increasing scalability in any type of Tier 1 to 4 network. The architecture groups edge 
nodes into recursive structure clusters and then connects them with a well-crafted pattern 
where the systems of nodes coordinate seamlessly while increasing connectivity.  

Applying control-based load balancing will enhance DataStream traffic flows in DNRCM, 
especially during congestion. The dynamic load balancing with Ubuntu OS can give QoS 
provisioning benefits while using the SDN Floodlight controller to derive optimal system 
topology. In this regard, Mininet (practical virtual network executing a real kernel, switch, and 
App code on a native Cloud VM) CLI will be sued for custom configuration and deployment 
in a production setting. It is interfaced via the SDN controller IP addressv6 on port 6653. The 
DNRCM setup is then executed to gather data from the physical topology later in section 4.  

The aim contribution of this paper is to replace the legacy data-centric designs with a robust 
DNRCM-topology that is stable and scalable for CCPS infrastructure. The discussed 
DNRCM-topology uses non-recursive hierarchical row-induced routing to route packets 
between CPS nodes and the CCPS sink. Furthermore, the proposed topology uses a small-
node degree to interconnect many CPS nodes. 
The highlighted contributions are as follows: 

• Characterizations of a typical DCN for University application workloads. 
• Modeling of Non-Recursive QoS link cluster maximization using OpenFlow 

DNRCM construction stability criterion. 
• Reliability Analytics for in-built series and parallel pod cluster design. 
• Mathematical derivations for DNRCM/DCCN linearization and local stability 

model.  
• An architectural design of the DNRCM/DCCN CPS integration involving 

edge and cloud IaaS QOS resource provisioning environment. 

In this paper, efforts are made to organize the paper as follows. Section 2 presents related 
works on various data center networks. Section 3 presents the classical Tier 1 practical DCN 
survey and the related issues. Section 4 presents the taxonomy of DNRCM. Section 5 presents 
the experimental analysis and Section 6 concludes the paper with future directions in Section 
7. 

2. Literature Survey 

2.1. Related Research Efforts 
Various research efforts within the DCN domain have sufficiently highlighted complex 
network attributes with little bearing on CPS. Both datacentric server-centric and switch-
centric DCNs have been studied previously [3]-[18]. Distributed cloud computing data center 
(DCCN) was applied in smart green Energy Internet [3]. The authors in [20] focused on a 
disaggregated application-centric optical network (DACON) for DC infrastructures using 
hybrid optical switches. Their work solved the current challenges regarding bottleneck 
performance issues and poor resource utilization in recent server centric DCNs. The core 
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solution is based on software define network (SDN) orchestration domain. Also, authors in 
[21] highlighted new perspectives on DCN machine learning automation. Their work 
addressed concerns in the areas of workload forecasting, traffic flow control, traffic 
classification and scheduling, topology management, network state prediction, root cause 
analysis, and network security. The work in [22] used SDN technology to build a topology-
aware routing scheme thereby relieving the bandwidth and processing overhead on controllers. 
In [23], the authors presented RT-HCN as an indexing scheme for mapping R-tree-based 
indexed DCNs. The work puts together storage and computes nodes using HCN overlay for 
server-centric data center topologies designs. In [24], the authors proposed a DCN referred to 
as High Scalability Data Center Network Architecture (HSDC). The design is derived from 
the hypercube network [25], [26] and it is constructed from mm-port switches and 2-port 
servers. A fault-tolerant routing algorithm is leveraged for executing any implementation of 
the topological properties. In [27], the authors proposed a fast diagnosis algorithm of 
complexity degree. Zhang et al [28] discussed an optical interconnection network architecture 
based on distributed optical switches. The model explores a two-dimensional torus topology 
based on 5*5 optical switches per node. In [29], the authors investigated a novel architecture 
that is compliant with cloud-based medical imaging requirements using Kubernetes. Efforts in 
[30] investigated a new optical DCN referred to as ROTOS. This is based on baseline 
reconfigurable optical top-of-rack (ToR) and fast optical switches. The work employed 
multiple transceivers (TRXs) with a wavelength selective switch (WSS) reprogrammed with 
an SDN control plane. In [31], the authors developed a DCN that leverages a high-performance 
and scalable traffic optimization strategy (HPSTOS). This depends on a hybrid scheme that 
leverages the benefits of both centralized and distributed mechanisms to enhance the efficiency 
of flow detection via sampling and flow-table recognition. The authors [32] focused on a 
multiobjective optimization problem for internet datacenters while using functional algorithms 
to generate feasible points via a scheme that supports feasibility preservation. The work used 
a multiobjective evolutionary algorithm (MOEA) to create Pareto optimal workload while 
achieving optimal scheduling, scalability, and feasibility. In [33], software-defined networking 
(SDN) and network function virtualization (NFV) have been seriously applied to enhance 
DCN functionality through the instrumentality of programmability and flexibility attributes at 
scale. The work [34] looked at DCN fault tolerance via the construction of completely 
independent spanning trees (CISTs) in server-centric DCNs called BCube connected crossbars 
(BCCC). This offers optimal network performance leveraging inexpensive commodity off-
the-shelf switches and commodity servers. In [35], [36], the authors extensively discussed 
BCube architecture built for shipping-container-based modular server-centric DCN. While 
BCube provisions several bandwidth-intensive services via hastening their traffic patterns, its 
maintenance is overly complex considering the shipping-container attributes. The work [37] 
proposed MDCube as a high-performance connectivity construct used to expand BCube 
containers into a complex DCN [38]. A representative sample of DCN literatures were studied 
extensively such as DCell [16], FiConn [39], Green DCN [40], HCN-BCN [41], Hedera [42], 
Jellyfish [43], OSA [44], PCube [45], REWIRE[46], iCautz's topology [47], vL2-WIM [48], 
R-DCN [49], Spine-leaf DCN [50]. These works made excellent contributions in terms of 
expandability concerns, latency, and network resilience. 
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2.2. Summary of Research Gaps 
The major established research gaps are highlighted below. 

1. The absence of in-built series and parallel reliability analytics is needed for 
incremental expandability and high-bandwidth provisioning. 

2. Non-inclusion of probability density functions for failure time distribution especially 
in Clos networks. 

3. Absence of linearization and local stability model needed for degree-diameter optimal 
graphs. This will guarantee robustness in component failure and sustain a regular 
structure for packet-level forwarding technologies. 

4. Lack of optimization design for high-wiring complexity, and weakly localized re-
routing constructs for full-duplex connectivity across various layers. 

5. Nondeployment of full interconnection interface intelligence on NOC nodes and 
layer-3 switches. 

3. Tier-I Practical DCN Survey 
In this section, perspectives on practical DCNs will be discussed to identify gaps. We 
conducted a macroscopic traffic pattern analysis on a server centric DCN. The limitation found 
in existing networks is that the designs either scale too quickly (the sizable exponential growth 
in size) or too slowly, resulting in unacceptable oscillatory performance. The parasitic traffic 
flow-loops in legacy networks consume bandwidth and increase data traffic. This results in 
packet losses and delayed data transmission, negatively impacting QoS stability. 

3.1 Scenario-1: UNN Data Center Network  
The paper used Cloud resilient enterprise approach to understudy the existing baseline resilient 
deployments in UNN Cloud DC. The four pillars include one. Assessments and valuations. 2. 
Planning and design. 3. Implementation and design. 4. Management and sustained integration. 
In this Section, a study on traffic transactions on the largest UNN DCN is studied in Fig. 1a. 
Initial reliability analysis of the data center has been reported in [3], [51]. Fig. 1 shows the 
server-centric topology with the physical data center NOC. The server is powered with Linux-
MikroTik-RouterOS. On the network board, the features configured include firewall, virtual 
private network (VPN) service, bandwidth shaping, and QoS settings. Over 50 Access points 
are distributed for traffic tunneling. Datacenter trends for daily and weekly throughputs were 
gathered from all of the devices in the various virtual local area network (VLAN) interfaces 
of the NoC in Fig. 1. Looking at the traffic analysis profiles from the NOC, DCell and BCube 
attributes are observed. The NOC is used to gather traffic statistics and patterns from all the 
incoming and outgoing sources. The observed traffic trend from the interface statistics plots 
appears less busty with undulating oscillations. This amounts to an unreliable and 
unpredictable state of the network with a low bandwidth scale. This observation makes the 
network less applicable and insufficient to serve CPS applications, especially with thousands 
of IoT nodes. This throughput plot shows low throughput output that never exceeded 
20Mbits/sec which is not efficient for edge-to-cloud transactional applications in CCPS. 
Similarly, Fig. 2a-d, shows a traffic reliability trend for daily and weekly throughputs that are 
barely insufficient for large-scale computing.  
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In terms of private Cloud resilience in Fig. 1, the following issues were observed: 1.) it was 
difficult to identify the resilience supports; 2.) It is not feasible to determine downtime 
costs/hours; and 3.) evidence of tested operational resilience, risk concentration associated 
with sources of data-defacing, and extent of impacts are all absent. On a large scale, traffic 
patterns appear unpredictable. Additionally, there are uneven, large-scale, and sporadically 
transactional volumes because of workload dynamics. These constraints in terms of system 
reliability will affect CCPS DCN. 

 

      
Fig. 1. UNN Data center topology for Enugu and UNN Campuses with NOC for Wi-fi Connectivity 

(Source: Authors Field survey with permission). 
 

 
(a)                              (b) 

 
(c)                                                                                                (d) 

Fig. 2.a-d. Daily and Weekly Interface statistics plots on UNN DCN, 2020. 
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4. DNRCM Taxonomy 

4.1. Building Blocks 
Flexible Topology: DNRCM offers reliability, scalability, and incremental reconfigurability 
via its Pod clusters. Since smart DCNs offer cloud computing services at the layer of 
Infrastructure-as-a-Service (IaaS), incremental scalability is very key for CPS applications [52] 
running in DNRCM. As a result, the DCN infrastructure for CPS should be flexible and 
adaptive to meet the increasing CPS application workload requirements. The CCPS DCN must 
be carefully developed to maximize network bandwidth and deliver satisfactory QoS. In this 
Section, the DNRCM algorithm for the design topology in Fig. 3 is shown. The system first 
absorbs the reliability requirement for QoS performance. The logical integration is then used 
for Edge and Fog connectivity concurrently.  

Now, let the incremental expandability (i.e., scalability profile 𝛽𝛽) for DNRCM topology be 
derived from a model showing the precise node-count ∏ 𝑝𝑝𝑝𝑝𝑐𝑐∞

𝑖𝑖  for pod clusters. This must be 
connected considering input specifications like number of ports per switch, number of layers, 
NL= ∑ 𝑁𝑁𝑙𝑙∞

0 .  The scalability of the design topology can be easily realized using a nonrecursive 
incremental construction matrix. This is the concept of pod cluster expandability in DCNs. A 
pod cluster is defined as a group of ∀ servers linked to an external 𝑛𝑛-Port switch. It uses a 
cluster-driven fault-free-routing interconnection matrix (FFRIM) in a Pod while leveraging 
the Connection Failure Rate (CFR) metric for routable recognition and failure state condition 
map. When DNRM CFR slowly increments with the number of faulty components, then the 
network is elastic with reliable performance under faulty boundary conditions. 

4.2. Structural Description  
In design DNRCM, there are complex node-sets with various configuration parameters derived 
from a typical DCN design [18]. This normally comprises baseline DCN-nodes 
�𝑛𝑛0 + 𝑛𝑛1 + 𝑛𝑛2 +  𝑛𝑛3 …𝑛𝑛𝑗𝑗−1� , DCN-switches �𝑠𝑠0 +  𝑠𝑠1 +  𝑠𝑠2 +  𝑠𝑠3 … 𝑠𝑠𝑗𝑗−1� , and DCN-links 
�𝐿𝐿0 + 𝐿𝐿1 +  𝐿𝐿2 + 𝐿𝐿3 … 𝐿𝐿𝑗𝑗−1�. The major links introduced in DCNs are illustrated in Table 1 
and  these include i) links for two nodes (⋃ →2𝑛𝑛𝑜𝑜𝑜𝑜 ); 2) links for DCN node and  switch 
(⋃ →𝑛𝑛𝑜𝑜𝑜𝑜∗𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠ℎ)  and, 3) links for two switches (i.e., trunks) (⋃ →2𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠ℎ𝑒𝑒𝑒𝑒) . The Alpha 𝜇𝜇 
connection is assumed to most dependable DCN connection. The reason is that it supports 
several non-blocking routing paths for cascaded node to node or node to switch 
communication to the proposed DCN. Table I shows typical DCN topologies namely DCell 
[16], BCube [35], VL2 [53], FatTree [54], Ficonn [39]. Their respective scalability, bisection 
bandwidth, and diameter are highlighted in Table 1. The two variables given are =
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑝𝑝𝑝𝑝𝑝𝑝 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 (𝒌𝒌 > 0),  𝒏𝒏 = 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑝𝑝𝑝𝑝𝑝𝑝 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠ℎ(𝒏𝒏 > 0) . From 
the table, FatTree and VL2 are seriously constrained in terms of scalability (zero scale-up). 
Only DCell and BCube seem to have better scalability although CPS deployments cannot be 
deployed on DCell and BCube. Unfortunately, high complexity in terms of wiring is the issue 
with DCell while BCube needs above 3-layers to scale up into a large-sized DCN. Consider a 
4-Port-DCN-switch needed to design a DCN.  This will imply deriving five layers for such a 
design., (i.e., 𝑆𝑆 = 𝑛𝑛𝑘𝑘 = 45=1024 nodes). Therefore, five interface network cards (NIC) will 
be required to build a 5-layer BCube DCN. This is not cost-effective. Besides, such a design 
can lead to worrisome wiring issues in CPS deployments. In Section 4.3, a discussion on the 
physical structure of the proposed CPS DCN is presented. 
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Table 1. DCN Topological Considerations. 
DCN Features Fat-Tree VL2 DCell FiConn BCube 
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4.3. Physical Structure 
Fig. 3 shows four clusters of the proposed DNRCM/DCCN pods introduced for CCPS 
deployment. In this work, a layered non-recursive topological model of DNRCM/DCCN is 
constructed out of n-port multilayer switches. The  DNRCM/DCCN topology was constructed 
with basic n-port OpenFlow switches. To link up 128 nodes in DNRCM/DCCN topology, 32-
internal and 32-external 4-port multilayer OpenFlow Multilayer switches are employed. This 
is achieved through the interconnection of layer-3 OpenFlow switch using n-port (i.e., internal 
switches). The layer-2 DNRCM/DCCN pods, also known as a cluster, is the first building 
block. A cluster is made up of n nodes that are connected to a single n-port switch as depicted 
in Fig. 3.  
 The OpenFlow Layer-1 DNRCM/DCCN switch is interconnected in a well-symmetric 
pattern that optimizes connectivity between clusters while eliminating redundant connections 
For (𝒌𝒌 > 0), a demonstration of how to build a layer-2 DNRCM/DCCN from the LaScaDa 
networks [18] is further discussed. A DCN-cluster is a collection of nth compute-servers linked 
by an “external” n-port Multilayer switch as shown in Fig. 3. The composite network 
parameters adapted in DNRCM/DCCN could be made higher than that of the legacy Clos, Fat 
Tree, BCube, DCell, and Jellyfish DCNs.  
Recall that while the switch centric DCN model (VL2, Clos, FatTree, JellyFish, etc) explores 
intelligent switches for smart packet routing, the server-centric topologies (DCell, BCube, 
HyperBCube, Flecube, FiConn, etc) additionally forwards packet streams from the servers 
while leveraging the computational intelligent switches for layer 2/3 functions. This makes 
use of a recursive structure for node interconnection. The advantage of the proposed 
DNRCM/DCCN is the in-built reliability considerations for incremental scalability and QoS 
provisioning. We shall now look at in-built reliability constructs for series and parallel 
configurations of Pod clusters. This comprises the external switches, internal switches, and 
NOC servers in Fig. 3. 
 Fig. 4 Shows a typical DNRCM/DCCN topological integration (Tier-N+1 CPS). This fits 
into the legacy 3-Tier Internet service provider model (ISP). The complex Internet is 
segmented into an autonomous system (AS) that uses the Internet protocol (IP)v4/v6. It also 
uses a Border gateway protocol (BGP) routing scheme. This makes the extended DCNs 
interconnectivity feasible. The transport of Internet traffic is depicted in Fig. 4 and we show 
how the ISPs are categorized into a 3-Tier model considering the various Internet service 
workloads. The backbone Internet provider supports traffic to existing ISPs only. The DCN 
components are provisioned for other Tier1-ISPs. The DNRCM is deployed at this layer for 
the exchange of Internet traffic with other DCN Tier providers.  
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All the Internet exchange points (IXPs) are connected by this layer to provision optimal QoS 
metrics via private settlement-free peering interconnections. The QoS is pushed via the 
backbones using private peering connections.  Tier-1 ISPs usually own the DCN infrastructure 
and directly control traffic flows through its connections. Hence, Big data traffic volumes are 
processed for enterprise entities and users via the ASs. Finally, the Tier-2 ISP DCNs deliver 
Internet traffic to CPS-IoTs (end users) via Tier-3 ISPs which are usually national or regional 
providers. The major issue in Fig. 4, is the concern of reliability analytics and localization 
stability constraints for CPS connectivity via the Tier-2 layer.  
 
 

 
Fig. 3. DNRCM/DCCN Topology for CPS Deployment. 
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Fig. 4. DNRCM/DCCN Topological integration (Tier N+1). 

3.4. Reliability Analytics  
To derive an appropriate model for DNCRM, we introduced Mean Time Between Critical 
Failure (MTBCF). This is used since hyper-scaled redundancy is configured in the proposed 
CPS NRDCN. For series configurations, let's consider Pod cluster 𝜸𝜸𝜸𝜸  components 
〈𝑪𝑪𝟏𝟏,𝑪𝑪𝟐𝟐 ,𝑪𝑪𝟑𝟑,𝑪𝑪𝟒𝟒 … … . . ,𝒂𝒂𝒂𝒂𝒂𝒂 𝑪𝑪𝒏𝒏+𝟏𝟏 〉 arranged in cyclic series structure. The reliability of the 
Pod cluster series system (𝜸𝜸𝑹𝑹𝒔𝒔)  assuming the cluster components to be isolated and 
independent, is given by (1): 

𝜸𝜸𝑹𝑹𝒔𝒔  = 𝑹𝑹𝟏𝟏𝑹𝑹𝟐𝟐⋯⋯⋯𝑹𝑹𝒏𝒏+𝟏𝟏 = �𝑅𝑅𝑖𝑖                                                                                  (1)
𝑛𝑛

𝑖𝑖=1

 

Where 𝑹𝑹𝒊𝒊 denotes the reliability of the Pod cluster series system (𝛾𝛾𝑅𝑅𝑠𝑠)component 𝑪𝑪𝒊𝒊 = 𝐶𝐶𝑛𝑛+1. 
If the failure time of the 𝑖𝑖𝑡𝑡ℎ Pod cluster component is given by 𝒕𝒕𝒊𝒊, 𝒊𝒊 = 1,2,3, … . ,𝑛𝑛,  the in-built 
failure time of the series cluster system 𝒕𝒕𝒔𝒔 is given by (2): 

𝒕𝒕𝒔𝒔 = min
1≤𝑖𝑖≤𝑛𝑛

𝒕𝒕𝒊𝒊                                                                                                                              (2) 

Since a typical DCN pod fails as soon as one of its components fails. If 𝑭𝑭𝒊𝒊(𝑡𝑡)  denotes the 
probability distribution function (PDF) of the failure time of the 𝑖𝑖𝑡𝑡ℎ Pod component, the 
failure time distribution (FTD) of the series pod cluster is now given by (3): 

𝑭𝑭𝒔𝒔(𝒕𝒕) = 𝑷𝑷(𝒕𝒕𝒔𝒔 ≤ 𝒕𝒕) = 𝟏𝟏 − 𝑷𝑷(𝒕𝒕𝒔𝒔 > 𝒕𝒕) = 𝟏𝟏 −�𝑷𝑷(𝒕𝒕𝒊𝒊 > 𝒕𝒕) = 𝟏𝟏 −�[𝟏𝟏 − 𝑭𝑭𝒊𝒊(𝒕𝒕)]
𝒏𝒏

𝒊𝒊=𝟏𝟏

  (3)
𝒏𝒏

𝒊𝒊=𝟏𝟏

 

Thus, the PDF of the failure time of the series pod cluster system is given by (4): 
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𝒇𝒇𝒔𝒔(𝑡𝑡) =
𝑑𝑑𝑭𝑭𝒔𝒔(𝑡𝑡)
𝑑𝑑𝑑𝑑

= �
𝜕𝜕𝑭𝑭𝒔𝒔
𝜕𝜕𝑭𝑭𝒋𝒋

𝑛𝑛

𝑗𝑗=1

𝜕𝜕𝑭𝑭𝒋𝒋
𝝏𝝏𝝏𝝏

= �𝑭𝑭𝒋𝒋(𝒕𝒕)�[1 − 𝐹𝐹𝑖𝑖(𝑡𝑡)]
𝑛𝑛

𝑖𝑖=1

𝑛𝑛

𝑗𝑗=1

                                         (4) 

 Now, let us determine the failure rate of the series pod cluster system. If the failure time of 
the 𝑖𝑖𝑡𝑡ℎ Pod component follows an exponential distribution, with a constant failure rate 
𝜆𝜆𝑖𝑖 (i = 1,2,⋯ ,𝑛𝑛), then (5) holds. 

𝑹𝑹𝒊𝒊(𝒕𝒕) = �[𝑹𝑹𝒊𝒊(𝒕𝒕)] = 𝒆𝒆−(∑ 𝝀𝝀𝒊𝒊 𝒏𝒏
𝒊𝒊=𝟏𝟏 )𝒕𝒕

𝒏𝒏

𝒊𝒊=𝟏𝟏

= 𝒆𝒆−𝝀𝝀𝒔𝒔𝒕𝒕                                                                      (5) 

Where the failure rate of the pod cluster 𝝀𝝀𝒔𝒔 is given by (6):  

𝝀𝝀𝒔𝒔 = �𝝀𝝀𝒊𝒊

𝒏𝒏

𝒊𝒊=𝟏𝟏

                                                                                                                                (6) 

So far, the Mean Time Between Critical Failure (MTBCF) for the series pod cluster is given 
by (7):  

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀(𝜇𝜇) = � 𝑹𝑹(𝒕𝒕)𝒅𝒅𝒅𝒅 = � ��𝑹𝑹𝒊𝒊(𝒕𝒕)
𝒏𝒏

𝒊𝒊=𝟏𝟏

�𝒅𝒅𝒅𝒅                                                            (7)
∞

𝟎𝟎

∞

𝟎𝟎
 

If the pod cluster failure rates of the components follow an exponential distribution, (7) now 
yields (8): 

                           𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀(𝜇𝜇) = � 𝒆𝒆−(∑ 𝝀𝝀𝒊𝒊 𝒏𝒏
𝒊𝒊=𝟏𝟏 )𝒕𝒕

∞

𝟎𝟎
𝒅𝒅𝒅𝒅 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀(𝜇𝜇) = �−
𝟏𝟏

∑ 𝝀𝝀𝒊𝒊𝒏𝒏
𝒊𝒊=𝟏𝟏

� �𝒆𝒆
−� 𝟏𝟏

∑ 𝝀𝝀𝒊𝒊𝒏𝒏
𝒊𝒊=𝟏𝟏

�𝒕𝒕
��
𝟎𝟎

∞

=
𝟏𝟏

∑ 𝝀𝝀𝒊𝒊𝒏𝒏
𝒊𝒊=𝟏𝟏

                                                  (8) 

= Total operational time (T)
= Total number of Failures (TN)�  

Presentation in (8) accounts for pod cluster breakdown cost and failure frequency. Also, with 
(8), DCN inventory planning, capital expenditure (CAPEX) budgeting, and maintenance 
schedule automation, among others can be addressed.  

Now, Since the external, internal switches, and NOC servers are connected in parallel at 
higher levels, the reliability of the pod cluster parallel clusters is given by the sum of the 
probabilities of realizing first 𝑖𝑖𝑡𝑡ℎ  events. Hence, we have (9): 

𝑅𝑅𝑝𝑝 = 1 − 𝑃𝑃𝑓𝑓 = �(1 − 𝑅𝑅𝑖𝑖)
𝑛𝑛

𝑖𝑖=1

                                                                                                  (9) 

The relation in (9) can be generalized as follows. If Pod cluster 𝜸𝜸𝜸𝜸 components 
〈𝐶𝐶1,𝐶𝐶2 ,𝐶𝐶3,𝐶𝐶4 … … . . ,𝑎𝑎𝑎𝑎𝑎𝑎 𝐶𝐶𝑛𝑛+1 〉 arranged in a cyclic parallel structure, the reliability is then 
given by (10): 

𝑹𝑹𝒑𝒑 = 𝟏𝟏 − 𝑷𝑷𝒇𝒇 

= 𝟏𝟏 − 𝑷𝑷𝒇𝒇 = �(𝟏𝟏 − 𝑹𝑹𝒊𝒊) = 𝟏𝟏 − 𝑹𝑹𝒑𝒑 = 𝟏𝟏 −�𝑭𝑭𝒊𝒊                                                          (10)
𝒏𝒏

𝒊𝒊=𝟏𝟏

𝒏𝒏

𝒊𝒊=𝟏𝟏
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Where 𝑭𝑭𝒊𝒊 = (𝟏𝟏 − 𝑹𝑹𝒊𝒊) denotes the probability of failure of the 𝒊𝒊𝒕𝒕𝒕𝒕 𝒕𝒕𝒕𝒕𝒕𝒕 component at time 𝒕𝒕. 
Now, the system failure rate 𝒉𝒉𝒑𝒑(𝒕𝒕) is given by (11): 

𝒉𝒉𝒑𝒑(𝒕𝒕) =
𝒇𝒇(𝒕𝒕)

𝟏𝟏 − 𝑭𝑭(𝒕𝒕)
=
∑ 𝒇𝒇𝒋𝒋(𝒕𝒕)𝒏𝒏
𝒋𝒋=𝟏𝟏 ∏ 𝑭𝑭𝒊𝒊(𝒕𝒕)𝒏𝒏

𝒊𝒊=𝟏𝟏,𝒊𝒊≠𝒋𝒋

𝟏𝟏 − ∏ 𝑭𝑭𝒊𝒊(𝒕𝒕)𝒏𝒏
𝒊𝒊=𝟏𝟏

                                                                (11) 

Let’s now look at the MTBCF of pod cluster parallel clusters. In this case, let the PDF of the 
𝑖𝑖𝑡𝑡ℎ the component at time 𝑡𝑡, be exponential with a failure rate of 𝜆𝜆𝑖𝑖, i=1,2,3,4,⋯⋯𝑛𝑛. The 
MTBCF is computed as (12): 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀(𝜇𝜇) = � 𝑹𝑹(𝒕𝒕)𝒅𝒅𝒅𝒅 = � �𝟏𝟏 −�(𝟏𝟏 − 𝑹𝑹𝒊𝒊(𝒕𝒕))
𝒏𝒏

𝒊𝒊=𝟏𝟏

�𝒅𝒅𝒅𝒅
∞

𝟎𝟎

∞

𝟎𝟎
 

= � �𝟏𝟏 −��𝟏𝟏 − 𝒆𝒆−𝝀𝝀𝒊𝒊𝒕𝒕�
𝒏𝒏

𝒊𝒊=𝟏𝟏

�𝒅𝒅𝒅𝒅
∞

0
 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀(𝜇𝜇) = � �𝟏𝟏 − (𝟏𝟏 − 𝒆𝒆−𝝀𝝀𝟏𝟏𝒕𝒕)(𝟏𝟏 − 𝒆𝒆−𝝀𝝀𝟐𝟐𝒕𝒕)⋯⋯ (𝟏𝟏 − 𝒆𝒆−𝝀𝝀𝒏𝒏𝒕𝒕)�𝒅𝒅𝒅𝒅                             (12)
∞

𝟎𝟎
 

Where  𝝀𝝀𝒏𝒏𝒕𝒕  is the critical reliability hazard function needed for availability and fault-
tolerance. Presentation in (12) is the measure of Pod cluster Availability ψ (%) =

𝑼𝑼𝑼𝑼𝑼𝑼𝑼𝑼𝑼𝑼𝑼𝑼
𝑼𝑼𝑼𝑼𝑼𝑼𝑼𝑼𝑼𝑼𝑼𝑼+𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅

                                                                                                                               (13)   

For pod cluster design, the NOC server availability is built on the reference NEC 
Express5800/ft (series servers) [55]. This provides 99.999% availability measured. It is opined 
that a well-managed DCN system can suffer from 5.25 minutes of downtime in a year. For 
99.9999% availability, the annual downtime (ADTa) is 32 secs. For 99.999% availability, this 
should give 5 mins,15 secs (ADTa). For 99.99% availability, this gives 52 mins, 34 mins 
ADTa. For 99.9% availability, the (ADTa) is 8 hrs and 46 mins. Finally, for 99.9% availability, 
the (ADTa) 3 days, 15 hrs, 36 mins.  
After obtaining the reliability requirement, the DNRCM/DCCN LAN/Optical components are 
deployed as detailed in [3], [6] with various test cases such as fault injection failure resilience 
(FIFR), security vulnerability protections (SVP), among others. The DNRCM/DCCN is used 
for external connectivity, especially in CPS-end devices pooling data from end-users. 
Considering Tier N+1 reliability considerations, all the fault-tolerant series-parallel DCN 
elements are arranged at higher levels. Redundant power supply, CPU, memory, I/O devices, 
cooling fans, etc, are applied to DNRCM/DCCN as additional supports. The idea is to maintain 
non-stop operations, non-disruptive maintenance, and operating system stability. In context, 
the network diameter 𝑵𝑵𝒅𝒅, number of nodes 𝑵𝑵𝒏𝒏, number of switches 𝑵𝑵𝒔𝒔, number of links 𝑵𝑵𝒍𝒍, 
and number of end-devices 𝑵𝑵𝒆𝒆𝒆𝒆, were all captured in the topology.  
To juxtapose the legacy data-centric network designs with a robust DNRCM-topology, we 
considered the reliability, stability, scalability, and cost-effectiveness of a modernized CCPS-
data center networking infrastructure. A non-recursive algorithm that provides for end-to-end 
connectivity is presented. This considers all the various components of the DNRCM/DCCN 
as shown in Table 1 and Algorithm I. The formulation for DNRCM-topology uses a 
hierarchical row-injection non-recursive routing scheme to route packets between CPS nodes. 
The proposed topology uses a small-node degree to interconnect a large number of CPS nodes. 
It also uses fault-tolerant routing to communicate to the clusters from source to destinations.  
The SDN OpenFlow hazard function is used to check for reliability link failure or any logical 
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and non-logical reliability issues. The inputs in Algorithm I bring the CPS nodes from various 
sources. It then maps the destination ports while scheduling the controls for the OpenFlow 
SDN controller. The QoS path is mapped by default while checking for all parameters of 
failure modes. The routing procedure uses fault tolerance to determine the longevity of the 
CPS nodes. Connectivity to the OpenFlow controller allows for massive convergence which 
impacts the performance of the network as depicted in the control structure of the algorithm. 
This is the part that enforces intelligence logically in the SDN centralized controller. This 
projects the entire network outlook to the applications and policy planes in the switch. 

 
Algorithm  I. Non-Recursive QoS link Cluster Maximization //OpenFlow DNRCM Construction Stability 
Criterion 
1: Inputs: CPS-nodes; Source ( ), Destination ( ). CallSchedule 
2:  History of  CPS compute resources, QoS Provisioning, and transactional workflow 
3:  /* K depicts the number of switch ports in DNRCM cluster.*/ 

 CPS Traffic-matrix CTM, CPS Network Topology (CNT), CPS Link Capacity (CLC) 
4: Output:   QoS Path is the metric path from the source to the destination, s; 

 Dropping Max link-utilization routing allocation for data streams, d 
5: Parameters: row-based routing ←Empty; // Fault Free Routing Scheme 
6:  Connection failure rate ( ) 

For CPS aggregate flows, F to Fn+1 
Enumerate all possible route paths I to in+1 
SDN_listing= Call Dijkstra shortest-path// locate various routes with small path length  
For Path j in CPS edge to SDN controller, do 
Create max. link-utilization of resources 
Allocate resources to links 
Update OpenFlow Switch table 
End 

7: Procedure FaultTolerantRouting(QoS.MaxlifeTime) 
8:  CPS-nodes. Hops refer to the No. of hops used in the Pod clusters 

Section I:  /* construct DNRCMs */ 
For each connected node (𝐶𝐶𝑘𝑘  ;𝐶𝐶𝑘𝑘−1……..)  ∈ 𝐶𝐶𝑘𝑘−1 
Call SDN_OpenFlow ( ) 

9: Section I:  /*create Non_recursive. DNRCMs nodes*/ 
             Invoke  Hazard function ( ); 

               for (int i = 0; i < s; i++)  
            Build Non_recursive.DNRCMs ([pref, k], s)  
             Connect DNRCM s (s) to its OpenFlow switch; 

                 Check for reachability ( ); // Connection failure     
                 rate () for case of routing protocol not finding        
                 valid route.   
         end for; 

10: While i < DNRCM s_Routing failed and CPS-nodes. Hops ( ) < MaxlifeTime do // monitorCallSchedule 
11:       Call  Hazard function ( ); 

 If reliability.hazard function ( ) is zero then 
Identify neighbor-severs in a radius.  
Call routing by replacing the selected node as a new Source. 

     Select only Routes shorter than MaxlifeTime 
  MaxLifeTime is maximum number of hops // for           

CPS-nodes. Hops 
CPS-nodes. Hops= 0  

       Return  
      construct Non_recursive.DNRCMs ([pref, k], s)  
      i ++; 

  end if 
12: end while 
13: CPS-nodes. Hops = CPS-nodes. Hops +1 ( ) 

Call CFR (  );   
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If fault free routing = false  
end if 
If fault-tolerant routing = false  
end if 

14: End 
15: end procedure 

 

4.5. DNRCM/DCCN Linearization and Local Stability Model 
Besides the series and parallel reliability characterizations established previously from (1) to 
(13), let’s look at the uniform load balancing constructs. Now, the related mathematical models 
for the equilibrium points and stability criterion is discussed in Case 1 and Case 2 respectively.  

Case 1: 
Let us consider the DNRCM/DCCN model form in (14): 

 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝑓𝑓(𝑥𝑥)                      (14)   

whose local stability analysis is what we want to perform about the equilibrium point 𝑥𝑥∗ 
(obtained by putting 𝑓𝑓(𝑥𝑥) = 0.  
We shall give a small perturbation to the system about the equilibrium point 𝑥𝑥∗. 
Mathematically, this means we put 𝑥𝑥 = 𝑋𝑋 + 𝑥𝑥∗  into (14) to yield (15). 
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝑓𝑓(𝑥𝑥∗ + 𝑋𝑋) = 𝑓𝑓(𝑥𝑥∗) + 𝑋𝑋𝑓𝑓′(𝑥𝑥∗) + ⋯.(higher-order terms). 

   𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑
≈ 𝑓𝑓′(𝑥𝑥∗)𝑋𝑋, since 𝑓𝑓(𝑥𝑥∗) = 0  and neglecting higher-order terms. 

Therefore, DNRCM/DCCN is stable if 𝑓𝑓′(𝑥𝑥∗) < 0  (decreasing function) and unstable if  
𝑓𝑓′(𝑥𝑥∗) > 0 (decreasing function). 
If  𝑓𝑓′(𝑥𝑥∗) = 0, then DNRCM/DCCN linear stability remains inconclusive. 

Case 2:  
Let us now consider the model given by the system of differential equations of the form 
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝑓𝑓(𝑥𝑥,𝑦𝑦) 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝑔𝑔(𝑥𝑥,𝑦𝑦)                           (15)                                   

Let  (𝑥𝑥∗,𝑦𝑦∗) be the steady-state solution of (15), then 𝑓𝑓(𝑥𝑥∗,𝑦𝑦∗) = 0  and 𝑔𝑔(𝑥𝑥∗,𝑦𝑦∗) = 0. We 
now give a small perturbation to the system about the steady-state, and mathematically this 
means we put 𝑥𝑥 = 𝑋𝑋 + 𝑥𝑥∗ and 𝑦𝑦 = 𝑌𝑌 + 𝑦𝑦∗. This implies: 
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝑓𝑓(𝑥𝑥∗ + 𝑋𝑋,𝑦𝑦∗ + 𝑌𝑌)                        (16)  
        
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝑓𝑓(𝑥𝑥∗,𝑦𝑦∗) + 𝑋𝑋𝑓𝑓𝑦𝑦 (𝑥𝑥∗,𝑦𝑦∗) + ⋯   higher-order terms by Taylor's series expansion of two 
variables. Similarly,  
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝑔𝑔(𝑥𝑥∗,𝑦𝑦∗) + 𝑋𝑋𝑔𝑔𝑥𝑥(𝑥𝑥∗,𝑦𝑦∗) + 𝑋𝑋𝑔𝑔𝑥𝑥(𝑥𝑥∗,𝑦𝑦∗) + ⋯   higher-order terms where 

𝑓𝑓𝑥𝑥(𝑥𝑥∗,𝑦𝑦∗) is 𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

  evaluated at the steady state (𝑥𝑥∗,𝑦𝑦∗). Since, by definition, 𝑓𝑓(𝑥𝑥∗,𝑦𝑦∗) = 0, and 
𝑔𝑔(𝑥𝑥∗,𝑦𝑦∗) = 0, by neglecting second and higher-order terms, we get:  
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝑓𝑓𝑥𝑥(𝑥𝑥∗,𝑦𝑦∗)𝑋𝑋 + 𝑓𝑓𝑦𝑦(𝑥𝑥∗,𝑦𝑦∗)𝑌𝑌 
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𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝑔𝑔𝑥𝑥(𝑥𝑥∗,𝑦𝑦∗)𝑋𝑋 + 𝑔𝑔𝑦𝑦(𝑥𝑥∗,𝑦𝑦∗)𝑌𝑌                              (17)                       

By putting (17) in matrix form as  
𝑑𝑑𝑥𝑥�
𝑑𝑑𝑑𝑑

= 𝐴𝐴𝑥𝑥�                           (18)                                  
where 

𝑥𝑥� = ��𝑥𝑥𝑦𝑦��  and 𝐴𝐴 = �
𝑓𝑓𝑥𝑥 𝑓𝑓𝑦𝑦
𝑔𝑔𝑥𝑥 𝑔𝑔𝑦𝑦

�      

Let 𝑥𝑥� =  𝑣𝑣⏞ 𝑒𝑒𝜆𝜆𝜆𝜆 be the trial solution of (17), where 𝑣𝑣⏞ (≠ 0) is some fixed vector that needs to 
be determined. 
Then 
𝑑𝑑𝑥𝑥�
𝑑𝑑𝑑𝑑

= 𝑣𝑣⏞ 𝑒𝑒𝜆𝜆𝜆𝜆 = 𝐴𝐴 𝑣𝑣⏞ 𝑒𝑒𝜆𝜆𝜆𝜆                     (19)  

Canceling the non-zero scalar factor from both sides of (19), we now obtain 

 A𝑣𝑣⏞ =𝜆𝜆 𝑣𝑣⏞                        (20)                                                      
From linear algebra, it can be easily concluded that 𝜆𝜆 is the eigenvalue of the matrix 𝐴𝐴, whose 
eigenvector is 𝑣𝑣⏞,  which is obtained by solving (21) 

det(𝐴𝐴 − 𝜆𝜆𝜆𝜆) = 0                 (21)  

→ �
𝑓𝑓𝑥𝑥 − 𝜆𝜆 𝑓𝑓𝑦𝑦
𝑔𝑔𝑥𝑥 𝑔𝑔𝑦𝑦 − 𝜆𝜆� = 0                       (22)  

𝜆𝜆2-(𝑓𝑓𝑥𝑥 + 𝑔𝑔𝑦𝑦) 𝜆𝜆 + 𝑓𝑓𝑥𝑥𝑔𝑔𝑦𝑦 −  𝑓𝑓𝑦𝑦𝑔𝑔𝑥𝑥 = 0                    (23)
   
𝜆𝜆2-trace A 𝜆𝜆 + 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 0                    (24)
           
Let 𝜆𝜆1 and  𝜆𝜆2  be the two eigenvalues of the matrix A.  
The necessary and sufficient conditions that  𝜆𝜆1  and  𝜆𝜆2   will be negative (if real) or have 
negative real parts (if complex) is 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝐴𝐴 = 𝑓𝑓𝑥𝑥 + 𝑔𝑔𝑦𝑦  < 0  

𝐷𝐷𝐷𝐷𝐷𝐷 (𝐴𝐴) = 𝑓𝑓𝑥𝑥𝑔𝑔𝑦𝑦 − 𝑓𝑓𝑦𝑦𝑔𝑔𝑥𝑥 > 0                   (25)                                      
          
By Routh-Hurwitz criteria [57] in (25), we obtain the DNRCM/DCCN cubic polynomial (26) 
as the linearized model. 

𝜆𝜆3 +  𝑎𝑎1𝜆𝜆2 + 𝑎𝑎2𝜆𝜆 + 𝑎𝑎3 = 0                 (26)
     
Where 𝑎𝑎𝑜𝑜𝑎𝑎1,𝑎𝑎2, … …𝑎𝑎𝑛𝑛 are non-zero coefficients.  

The DNRCM/DCCN QoS stability criteria are now given as: 𝑎𝑎1 > 0,𝑎𝑎2 > 0,𝑎𝑎3 >
0,𝑎𝑎1𝑎𝑎2 − 𝑎𝑎3 > 0. Within complex domains, (26) can be solved using the combined power 
series Frobenius method [58]. This implies that with Routh-Hurwitz criteria, established that 
DNRCM/DCCN QoS stability state, marginally stability state, and its unstable states can be 
determined leading to availability (ψ).  

Also, recall that in Fig. 3, optimal internal switches are connected to cluster nodes to offer 
agility via reconfigurable scripts. The idea is to allow for a quick response to unpredictable 
application workload requirements from CPS-IoT general users in Fig. 4. Interconnecting the 
network to complex NOC nodes while providing improved fault tolerance via its routing 
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scheme is very desirable based on (13). Considering the issues established in Fig. 5, this work 
then explored a new interconnect topology that arranges NOC nodes in clusters of similar 
structures as shown in Fig. 3. We consequently interconnected the NOC clusters following a 
layered pattern of node coordinates. The reason is to reduce redundant connections between 
NOC clusters, thereby maximizing CPS connectivity at scale. 

4.6. DCN Use Scenario  
Using the Table 1 design boundaries, in this work, we further identified resilience conditions 
for CPS workloads in Fig. 5 to Fig. 6. These are unconnected laboratories whose workloads 
can be provisioned from Fig. 3. The completed CPS DCN for streams datasets is shown in Fig. 
7. This depicts incoming, and outgoing users’ traffic. The Lab workload is characterized using 
temporal traffic dependence and service size. Therefore, the design plan followed the earlier 
reference in Fig. 3 satisfying replication, smart-provisioning, workload automation monitoring, 
and auditing. Besides, to migrate the Labs in Fig. 5 and Fig. 6; cloud governance, risks, and 
compliance metrics are considered. Full-scale service-based resilience in the multi-complex 
DNRCM/DCCN model is deployed across the entire network. This deployment applied full 
interconnection interface intelligence on NOC nodes and layer-3 switches. The stability aspect 
of the QoS metrics is later presented using simulation SDN trace-files in modified Riverbed 
Modeler software [59] in Section 4. 
 

          
Fig. 5. Unconnected pneumatics and hydraulics Labs, MCE, FUTO, 2021 (Authors Survey). 

 
 

       
Fig. 6. Unconnected Lathe and Milling Labs, MCE, FUTO, 2021 (Authors Survey) 
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Fig. 7. Reference NOC for  MCE virtual laboratory, FUTO, 2021  

(Authors Testbeds, Swift Networks, Nigeria, 2021). 
 

5. Experimental Analysis and Results 

5.1. Evaluation Methodology  
Riverbed Modeler version 17.5 [56] with scalable enablers plugins such as Network Function 
Virtualization (NFV) and Software-Defined Networking (SDN) was used as the base-
simulation platform [59]-[64]. We conducted the QoS experimental measurements for stable 
DNRCM topology. The benefit of the SDN approach is that it uses OpenFlow to decouple 
traffic flows from the Datapath and control plane. Most legacy workload network simulation 
tools like MATLAB Simevent, Omnet ++, Ns3, etc., hardly accommodate highly granularized 
NFV and SDN system of systems components. Therefore, we explored the scalable OpenFlow 
switch and OpenFlow controller. Both support a flexible, dynamic, and super-scalable toolkit 
that drives the faster realization of containerization, edge computing, and NFV for CPS SDN-
enabled domains. For lightweight computation, the Riverbed simulation on Ubuntu OS is 
integrated with CloudSimSDN-NFV in this study. This provides library supports for SDN-
NFV as well as robust edge SDN-enabled Fog-Clouds constructed from CloudSimSDN for 
CCPS. In evaluating the proposed DNRCM, tuning parameters in [49], [51] are employed 
considering the preliminary findings from the production testbed (UNN DCN). In the case of 
the Mininet, the ping command is used to confirm reachability in the SDN. For the production 
testing, iperf and Ethereal-Wireshark are used to gather real-time data streams. REST API 
interface is used to observe the real-time behavior of the workload on the network architecture. 
Both the traffic workload distribution and load balancing are considered at the core level for 
the QoS metrics evaluations.  

In our validation, recursive_DCell and BCube Lab contexts are configured using a scenario 
configuration panel. Fig. 8 shows the SDN virtualized topology for integrating the various 
CPS sites (i…jn+1) The implementation servers are Linux container models. The OpenFlow 
SDN controller is represented as an aggregation of CPS multipath link routes activating the 
forwarding engines to provision their processes/services. Each CPS site is a mesh pool of 
ethernet-based ports linking the SDN OpenFlow switch-controller. Mininet and Floodlight 
controllers were adopted for the implementation of the SDN controller with an embedded rule 
base deployed by the Open vSwitch engines. In Section 5.2, the #C++ SDN OpenFlow event 
trace file is used to construct the three instance scenarios for result analysis. For each of the 
scenarios, their attributes are equally configured before the execution. The reliability hazard 
function is introduced via an application configuration palette for OpenFlow multilayer 
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switches. The pod cluster server considered is based on Intel Xeon quad-Core 2.26 Hz and 48 
GHz RAM.  The various results obtained are discussed. 

 
Fig. 8. DNRCM/DCCN SDN topology. 

 

5.2. Results  
The experiments focused on DNRCM logical isolation, and reliability hazard function for QoS 
provisioning. Pod cluster reliability analytics is shown to meet the QoS requirements. In this 
section, the selected metrics investigated include average delays/latency, throughput, fault-
tolerance, utilization, availability, and scalability (i.e., dimensionless metrics). The results 
between the recursive models and the non-recursive schemes are discussed. Fig. 9 to Fig. 15 
shows the results obtained from the DNRCM experiments. When compared to other topologies, 
the proposed DNRCM significantly increased network capacity because it has an optimal 
value of CPS-node bisection bandwidth. Fig. 9a shows the non-recursive queuing delays on 
the DNRCM. By introducing logical isolation, a lower queuing delay was observed in the 
DNRCM (19.65%) compared with the case of zero logical isolation (80.34%). Fig. 9b shows 
the DNRCM resource utilization under logical isolation compared to the case under no logical 
isolation. With logical isolation via the control plane on the system resources, 40% optimal 
utilization was observed. In the absence of isolation, 60% utilization is observed. The 
implication is that in a dynamic CPS network, the flow-rules placement will no longer 
overburden the SDN controller during the forwarding process leading to a lower utilization 
profile.  
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Fig. 9a. DNRCM Delays for flow-rules placement requests. 

 

 
        Fig. 9b. DNRCM utilization. 

  

 In Fig. 9a, without isolation, the traffic density in Fig. 3 will be extremely high leading to 
network saturation at the pod clusters. Fig. 10 demonstrates the result of fault tolerance when 
logical isolation is introduced under single scenario port switch/node-degree setups. When one 
or more of the DNRCM system's components fail, fault tolerance deals with the ability to 
sustain the operation. By not logically isolating resources, fault tolerance gave 33.55%. With 
logical isolation in place, this accounts for 66.44%. The implication is that network tear and 
wear are remarkably high in the former while with self-stabilization, the system perseveres. 
When compared to a naively designed DCN, where even a minor failure can cause a total 
breakdown, the decrease in operating quality is proportional to the severity of the failure. In a 
high-availability scenario such as DNRCM, fault tolerance is overly critical for CPS 
applications needing graceful degradation. The reason is that the OpenFlow controller can 
proactively manage flow tables for all traffic traces and use redundant paths in various pod 
clusters.  
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Fig. 10. DNRCM Fault Tolerance response. 

 

 Fig. 11 depicts an intriguing throughput observation when the reliability hazard function is 
considered. The response demonstrates that DNRCM support all traffic patterns following the 
mathematical models derived [3], [52]. As shown in Fig. 11, DNRCM maintained a reliable 
throughput of 38.30%, while the recursive BCube and DCell had 36.37% and 25.53% 
respectively. This implies that the aggregate bottleneck throughput (ABT) is the sum of all 
bottleneck flows in the DC. DNRCM has a good ABT. The ABT of a K-node DNRCM under 
All-to-All traffic patterns, for example, is high for a two-way communication link. ABT can 
reach optimal percent of total network capacity in DNRCM. 

 
Fig. 11. DNRCM Throughput conditions under different configurations. 

 
 Fig. 12 shows the DNRCM scalability response under different scenario configurations. 
As depicted in the plot, by using a resilient OpenFlow multilayer switch, the scalability profile 
increases much faster compared to the use-case scenario of either recursive_BCube or DCell. 
The DNRCM topological configuration with smart redundancy, NFV, and hazard function 
improves incremental resource scalability by 40.00%, as shown in scalability comparison plots. 
BCube and Recursive DCell had 33.33 percent and 26.67 percent, respectively. Traffic 
workloads can be reliably processed with Tier-4 reliability hardware function (0.999999). As 
a result, only multilayer OpenFlow switches are recommended for scalable deployment.  
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Fig. 12. DNRCM Scalability under different configurations. 

 
Fig. 13 depicts the DNRCM availability under different configurations. In terms of availability, 
the DNRCM offers better uptime needed for Tier 4 and 5 services, (52.10%) compared with 
recursive BCube and DCell yielding 34.72% and 13.18% respectively. The row-based routing 
algorithm offers incremental construction and optimizes all the network metrics for near-zero 
downtime. Fig. 14 shows DNRCM delay comparison under various scenarios of QoS 
provisioning. It was observed that the average delays for DNRCM, recursive BCube, and 
DCell are 32.81%, 33.44%, and 33.75% respectively. This implies that DNRCM offers shorter 
routes for a maximum number of hops. Fig. 15 shows the reliability hazard function validation 
on resource utilization. According to the preliminary findings, DNRCM topology offers 
satisfactory attributes gives resolves DCell's double exponential scalability and BCube's high 
cost. This is resolved in the utilization concerns. When compared to existing topologies, 
DNRCM scales to massive sizes with 50.28% utilization without compromising performance 
even at an exceedingly high computational workload due to the logically isolated resources at 
scale. BCube and DCell yield 27.93% and 21.79% respectively under similar workload 
contexts. 
 

Fig. 13. DNRCM Availability under different configurations. 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 16, NO. 7, July 2022                                    2279 

 
      Fig. 14. DNRCM Queuing Delay under different configurations. 

 
                         Fig. 15. DNRCM Resource Utilization under different configurations. 

 
 So far, the metrics for logical isolation are factored in the SDN OpenFlow controller. Tables 
and II show the reliability control algorithm and the topological models. Both are responsible 
for broadcast failure control and QoS provisioning. OpenFlow switch was used for upstream 
and downstream workload bidirectional-forwarding-detection sessions. This happens with 
each neighboring Pod cluster in Fig. 3 and Fig. 4. Also, the metrics for the reliability hazard 
function, determine possible active or passive links leading to availability. The results show 
that the in-built series and parallel analytics in the neighboring internal and external switches 
offer higher fault tolerance (66.44%). In Table III, the controllers proactively deploy 
forwarding rules. The reason is to optimize workload traffic. By dynamically controlling the 
flow entries, the NRDCM uses the local and stability criterion to oversee traffic performance 
while balancing the QoS demands for system availability. Tables 2 and 3 give insight into the 
effect of control automation and design topology on CPS applications. 
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Table 2. DCN Control Algorithm Results Summary 
Reliability Control Scheme Delays t (s) Utilization 𝛈𝛈 % Fault Tolerance ξ (hours) 

Non-Recursive OpenFlow DCCN 
with Logical Isolation (SDN) 

19.65% 40%  66.44% 

Non-Recursive OpenFlow DCCN 
without Logical Isolation (SDN) 

80.34% 60% 33.55% 

 

Table 3. DCN Topological Results Summary 
NRDCN 

Architecture 
Throughput 
(Bytes/Sec) 

Scalability 
(β) 

Availability 
(ψ) 

Queuing Delay 
𝜹𝜹 (sec) 

Utilization 
(ρ%%) 

Recursive BCube 36.37% 33.33% 34.72% 33.44%, 27.93% 

Recursive DCell 25.53% 26.67% 13.18% 33.75% 21.79% 
Proposed Non-
Recursive DCN 

38.30% 40.00% 52.10% 32.81% 50.28% 

 

5.3. Limitations  
DNRCM has few limitations in its current design for CPS. Massive traffic workload, especially 
the type that needs ultra-low latency may have penalty-cost because of reconfiguration issues 
in the OpenFlow SDN controller. Another issue is to scale DNRCM using a large DC space 
that will house scaled thousands of servers for computational analytics. This needs efforts in 
both fault injection models and best automation design practices. However, this is still part of 
an ongoing study. Finally, DNRCM has some concerns about its robustness since a single 
physical SDN controller offers a default single-point-of-failure challenge. A failure with an 
SDN controller will make a layer-3 switch to be constrained from routinely forwarding new 
data streams or packets leading to exponential failure. The research community can fix this 
problem by introducing chaos engineering after programming the layer-3 switch in form of an 
OpenFlow-hybrid controller. 

6. Conclusion 
This paper has proposed and evaluated a Cyber-physical DC topology called DNRCM. SDN 
Floodlight controller is implemented using smart load balancing controls between the CPS 
nodes and the destination sinks. System performance testing was done at the distribution core 
for dynamic load balancing on the network. Routh-Hurwitz stability criteria were used in the 
cubic polynomial formulation. DNRCM scales up DCN reasonably (especially with agile 
automation and QoS) by exclusively using smart links and robust multilayer switches. 
DNRCM provides high Scalability, aggregate throughput, good fault tolerance, short average 
queuing delays, and wide bisection availability. DNRCM optimizes the number of clusters 
connected directly with a distinct symmetric connection pattern. With the divided nodes into 
similar clusters and connections, an asymmetric coordinate system with minimal redundant 
interconnections between pod clusters was achieved. At a minimum, only Tier-4 DNRCM is 
recommended for service providers working towards resilient CCPS-DCNs. When compared 
to existing topologies, the proposed topology allows large-scale data centers to scale in size 
considering their computational activities without compromising performance. Future work 
will investigate lightweight provisioning and scheduling using container deployment and deep 
learning optimization schemes and the Fish growth model by Von Bertalanffy.   
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7. Future Research Directions 
This paper has discussed the integration of physical laboratories using optimal control 
algorithms for a complex Cyber-physical network design. For smart access, a lower latency 
event-driven CCPS framework with support for CloudSimSDN-Network Function 
Virtualization (NFV) is presented. This facilitates the analysis and quick evaluation of 
resource provisioning specifically for Edge and Cloud Spine-Leaf layers. In terms of network 
process models, this work used the OpenFlow SDN controller to estimate the QoS metrics 
when juxtaposed with Mininet.11. Use-cases needing precision-based analytics for QoS 
parameters in the CCPS network infrastructure must be powered by Machine learning models. 
Deep learning and convolutional network security will be investigated considering efforts in 
[65]-[68] for GB/s optical DCNs in Smart grid ecosystems in future. Time-space complexity 
analysis will be developed and validated. 
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